
Should Duration and Team Size be Used for 

Effort Estimation? 

Takeshi Kakimoto1, Masateru Tsunoda2, and Akito Monden3 

Abstract Project management activities such as scheduling and project progress 

management are important to avoid project failure. As a basis of project manage-

ment, effort estimation plays a fundamental role. To estimate software develop-

ment effort by mathematical models, variables which are fixed before the estima-

tion are used as independent variables. Some studies used team size and project 

duration as independent variables. Although they are sometimes fixed because of 

the limitation of human resources or business schedule, they may change by the 

end of the project. For instance, when delivery is delayed, actual duration and es-

timated duration is different. So, although using team size and project duration 

may enhance estimation accuracy, the error may also lower the accuracy. To help 

practitioners to select independent variables, we analyzed whether team size and 

duration should be used or not, when we consider the error included in the team 

size and the duration. In the experiment, we assumed that duration and team size 

include errors when effort is estimated. To analyze influence of the errors, we add 

n% errors to duration and team size. As a result, using duration as an independent 

variable was not very effective in many cases. In contrast, using maximum team 

size as an independent variable was effective when the error rate is equal or less 

than 50%. 
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1 Introduction 

As recent software systems grow in size and complexity, project management ac-

tivities such as staffing, scheduling and project progress management are becom-

ing increasingly important to avoid project failure (cost overrun and/or delayed 

delivery). As a basis of project management, effort estimation plays a fundamental 

role; therefore, accurate effort estimation is vital to organization’s profitability. 

To date, various estimation models that use past projects’ historical data have 

been proposed [2][23][25]. One of the most commonly used estimation models is 

a linear regression model, which represents the relationship between the depend-

ent variable (i.e. effort) and independent variables such as functional size, archi-

tecture, programming language, and so on.   

Analogy based estimation [23] is one of major estimation methods, and many 

proposals and case studies have been reported [8][9][20][27][31]. Analogy based 

estimation selects projects (neighborhood projects) which are similar to the esti-

mated project from past project dataset, and estimates effort based on similar pro-

jects’ effort. One of the advantages of analogy based estimation is that estimation 

results are comprehensible for estimators such as project managers [31], because 

they can confirm neighborhood projects used for estimation. 

To estimate software development effort by mathematical models, variables 

which are fixed before the estimation are used as independent variables. Effort is 

estimated on the early phase of projects, i.e., after basic design phase. For exam-

ple, architecture and programming language are fixed after the phase, and they are 

often used as independent variables of estimation models. In contrast, variables 

which are not fixed before the estimation cannot be used as the independent varia-

bles. 

Some studies used team size [7][16] and project duration [1][12][13] as inde-

pendent variables. However, they are not always fixed before the estimation. They 

are occasionally fixed after estimation. For example, when estimated effort is 9 

person-months, duration is set as 9 and team size is set as 3. Sometimes, they are 

fixed because of the limitation of human resources or business schedule. But they 

may change by the end of the project. For instance, when delivery is delayed, ac-

tual duration (fixed after project is finished) and estimated duration (value input to 

the model) is different. Generally, estimation model is made based on the actual 

duration of past projects, and therefore input value (estimated effort) would in-

clude errors, as shown in Figure 1. Therefore, although using team size and project 

duration may enhance estimation accuracy, the error may also lower the accuracy. 

The goal our study is to help practitioners to select independent variables when 

they build effort estimation models. So, we analyzed whether team size and dura-

tion should be used or not, when we consider the error included in the team size 

and the duration. To clarify the purpose of the analysis, we set following research 

questions: 

 RQ1: Is duration effective to improve estimation accuracy? 

 RQ2: Is team size effective to improve estimation accuracy? 
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 RQ3: At what error rate is estimation accuracy negatively affected? 

Section 2 explains effort estimation methods used in the experiment. Section 3 

describes the experimental setting, and section 4 shows results of the experiment. 

Section 5 explains related work, and Section 6 concludes the paper. 

2 Effort Estimation Methods 

2.1 Multiple Linear Regression Model 

The multiple linear regression model is widely used when estimating software de-

velopment effort mathematically. The model is built based on ordinary least 

squares. When the effort is denoted as y, and independent variables such as soft-

ware size are denoted as x1, x2, … , xk (k is the number of independent variables), y 

is explained as: 

y = β0 + β1x1 + β2x2 +...+ βkxk + ε (1) 

In the equation, β0 is an intercept, β1, β2, … , βk are partial regression coeffi-

cients, and ε is an error term. As a rule of thumb, to build a proper model using 

linear regression analysis, it is needed that the number of data points is five to ten 

times larger than the number of independent variables. 

Size Effort
Team Size

(Actual)

Past project A 219 36 4

Past project B 307 44 25

Past project C 437 57 34

Past project D 505 69 63

Size Effort
Team Size

(Estimated)

Target project V 196 - 6

Past projects

Estimation model

Estimation target project

Actual team size is 8

(Fixed at the end of the project).

Build

Input

 

Figure 1 An example of the error included in team size 
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When building the model, log-transformation is applied to enhance the accuracy 

of the model [10]. This is because the distributions of some variables such as ef-

fort and software size are log-normal distribution. 

2.2 Analogy Based Estimation 

The origin of analogy based estimation is CBR (case based reasoning), which is 

studied in artificial intelligence field. Shepperd et al. [23] applied CBR to software 

development effort estimation. CBR selects a case similar to current issue from 

accumulated past cases, and applies solution of the case to the issue. CBR assumes 

similar issues can be solved by similar solution. Analogy based estimation as-

sumes neighborhood (similar) projects (For example, development size and used 

programming language is similar) have similar effort, and estimates effort based 

on neighborhood projects’ effort. Although ready-made estimation models such as 

COCOMO [2] can make estimation without stored software project dataset, anal-

ogy based estimation cannot estimate without it. It is a weak point of analogy 

based estimation, but it can be overcome by using public dataset. 

Analogy based estimation uses k × l matrix shown in Table I. In the matrix, pi is 

i-th project, mij is j-th variable. That is, each row denotes a data point (i.e., a pro-

ject), and each columns denotes a metric. We presume pa is estimation target pro-

ject, and abm̂  is the estimated value of mab. Procedures of analogy based estimation 

consist of the three steps described below. 

Step 1: Since each variable has different range of value, this step makes the 

ranges [0, 1]. The value m´ij, normalized the value of mij is calculated by: 

 
   jj

jij

ij
mminmmax

mminm
m




'       (2) 

In the equation, max(mj) and min(mj) denote the maximum and minimum value 

of mj respectively. The equation is one of the commonly used methods to normal-

ize the range of a value [26]. 

Step 2: To find projects which are similar to estimated project pa (i.e., identify-

ing neighborhood projects), similarity between pa and other projects pi is calculat-

Table 1  Dataset used on analogy based effort estimation 

 Variable1 Variable2 … Variablej … Variablel 

p1 m11 m12 … m1j … m1l 

p2 m21 m22 … m2j … m2l 

… … …  …  … 

pi mi1 mi2 … mij … mil 

… … …  …  … 

pk mk1 mk2 … mkj … mkl 
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ed. Variables of pa and pi are used as elements of vectors, and cosine of the vectors 

are regarded as similarity. Similarity sim(pa, pi) between pa and pi is calculated by: 
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In the equation, Ma and Mi are set of variables measured in project pa and pi re-

spectively. avg(m´, j) is average of i-th variable. The range of sim(pa, pi) is [-1, 1]. 

Step 3: The estimated effort of project pa is calculated by actual effort of k 

neighborhood projects. While average of neighborhood projects’ effort is general-

ly used, we adopt size adjustment method, which showed high estimation accura-

cy in some studies [9][20][31]. Estimated value abm̂  is calculated by: 
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In the equation, fpa and fpi are software size of project pa and pi respectively. 

Size adjustment method assumes effort is s times (s is real number greater than 0) 

larger when software size is s times larger. The method adjusts effort of pi based 

on ratio of target project’s size fpa and neighborhood project’s size fpi.  

3 Experiment 

3.1 Datasets 

We used the ISBSG [6], Kitchenham [11], and Desharnais datasets [5]. Nominal 

scale variables were transformed into dummy variables (e.g. if the variable has n 

categories, it is transformed into n - 1 dummy variables). We removed dummy 

variables when the number of cases which correspond with the category was very 

small. 

The ISBSG dataset is provided by the International Software Benchmark Stand-

ard Group (ISBSG), and it includes project data collected from software develop-

ment companies in 20 countries [6]. The dataset (Release 9) includes 3026 pro-

jects that were carried out between 1989 and 2004, and 99 variables were 

recorded. The ISBSG dataset includes low quality project data (Data quality rat-

ings are also included in the dataset).  

We extracted projects based on the previous study [15] (Data quality rating is A 

or B, function point was recorded by the IFPUG method, and so on). Also, we ex-
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cluded projects that included missing values (listwise deletion). As a result, we 

used 196 projects. The variables used in our experiment are shown in Table 2. 

They are almost same as the previous study [15] except for duration and maxi-

mum team size. 

The Kitchenham dataset includes 145 projects of a software development com-

pany, shown by Kitchenham et al. in their study [11]. We selected 135 projects 

Table 2 Variables of ISBSG Dataset 

Variable Scale Description 

FP Ratio Unadjusted function point 

Effort Ratio Summary work effort (hour) 

Duration Ratio Actual duration of project 

Maximum team size Ratio 
Maximum number of personnel who engaged the 

project 

Language type Ratio 
3GL (second-generation programming language), 

4GL, and others 

Development type Nominal New development, enhancement, and others 

Development platform Nominal Mid range, main frame, and others 

 

Table 3 Variables of Kitchenham Dataset 

Variable Scale Description 

FP Ratio Adjusted function point 

Effort Ratio Actual development effort (hour) 

Duration Ratio Actual duration of project 

Development type Nominal Development, perfective, and others 

 

Table 4 Variables of Desharnais Dataset 

Variable Scale Description 

FP Ratio Unadjusted function point 

Effort Ratio Actual development effort (hour) 

Duration Ratio Actual duration of project 

Adjustment factor Ratio Adjustment factor of function point 

TeamExp Interval Experience of team (measured in years) 

ManagerExp Interval Experience of manager (measured in years) 

Language Nominal type1, type2, and others 
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that do not include missing values. Three variables shown in Table 3 were chosen 

as the independent variables, and inadequate variables for effort estimation (e.g. 

estimated effort by a project manager) were eliminated. Development type was 

transformed into dummy variables. 

The Desharnais dataset includes 88 projects of 1980’s, collected from a Canadi-

an company by Desharnais [5]. The dataset is available at the PROMISE Reposi-

tory [3]. We used 77 projects that do not have missing values.  Variables shown in 

Table 4 were used as independent variables, and development year were not used. 

Also, the adjusted function point, the number of transactions, and the number of 

entities were not used to avoid multicollinearity. Programming language was 

transformed into dummy variables which reflects different development environ-

ments. 

3.2 Evaluation criteria 

To evaluate the accuracy of effort estimation, we used the conventional metrics 

such as AE (Absolute Error), MRE (Magnitude of Relative Error) [4], and BRE 

(Balanced Relative Error) [21]. Especially, MRE is widely used to evaluate the ef-

fort estimation accuracy [31]. 

When x denotes actual effort, and x̂  denotes estimated effort, each criterion is 

calculated by the following equations: 

xxAE ˆ  (6) 

x

xx
MRE

ˆ
  (7) 



























0ˆ,
ˆ

ˆ

0ˆ,
ˆ

xx
x

xx

xx
x

xx

BRE
 (8) 

A lower value of each criterion indicates higher estimation accuracy. Intuitive-

ly, MRE means error relative to actual effort. However, MRE have biases for eval-

uating under estimation [14]. The maximum MRE is 1 even if an extreme underes-

timate occurs (For instance, when the actual effort is 1000 person-hour, and the 

estimated effort is 0 person-hour, MRE is 1). So we employed BRE whose evalua-

tion is not biased as is both MRE [22], and we evaluated the classified models 

based on mainly BRE (MRE were used for reference). We did not use Pred(25) [4] 

which is sometimes used as an evaluation criterion, because Pred(25) is based on 

MRE and it has also a bias for evaluating under estimation. 
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3.3 Procedure of Experiment 

In the experiment, we assume that duration and maximum team size include errors 

when effort is estimated. This is because they are not fixed when effort is estimat-

ed (i.e., they are estimated values). At the end of the project, actual values of them 

may be different from the estimated values. To analyze influence of the errors, we 

add n% errors to duration and maximum team size. We set n as 0%, 25%, 50%, 

100%, and 200%. The definition of the error rate is same as BRE. 

Figure 2 is an example of the procedure. Dataset is divided into learning data 

and test data. Only team size on the test data includes the error. In the figure, team 

size on test data includes 25% errors. We generated new values of team size in-

cluding the errors, and used it when effort is estimated. 

We made the following models in the experiment, using analogy based estima-

tion and multiple linear regression analysis. 

A) Models without duration and maximum team size 

B) Models with duration 

C) Models with maximum team size 

D) Models with duration and maximum team size 

On model A, independent variables do not include duration and maximum team 

size. Model B includes duration as one of independent variables. In the same way, 

model C and D have independent variables. We call the model A as baseline, and 

evaluated other models with the baseline. Model C and D were made when ISBSG 

dataset is used. Since only ISBSG dataset includes maximum team size. 

Size Effort
Team Size

(Actual)

Past project A 219 36 4

Past project C 437 57 34

Learning data

Dataset

Test data (Team size error: 25%)

Size Effort
Team size

(Including error)

Team Size

(Actual)

Past project B 307 44 31.2 25

Past project D 505 69 50.5 63

Used as values of independent variables
 

Figure 2 Injecting errors into values of an independent variable 
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We evaluated accuracies of models by differences of criteria from a baseline 

model. Therefore, positive values mean estimation accuracies were improved from 

the baseline model, and negative values mean estimation accuracies got worse. 

We applied 5-fold cross validation to divide the dataset into fit datasets and test 

datasets. The fit datasets were used to build the models, and the test datasets were 

used to evaluate the models. 

Logarithmic transformation and variable selection was applied when multiple 

regression models were built. The number of neighborhoods was set as 5 when 

analogy based estimation was applied. 

4 Results 

4.1 Preliminary analysis 

As preliminary analysis, we analyzed the relationship of duration and team size to 

effort and productivity. If the relationship is strong, using duration and team size 

as independent variables is expected to enhance estimation accuracy. Productivity 

was calculated by FP (function point) divided by effort. Strength of the relation-

ship was evaluated using Spearman's rank correlation coefficient. 

The result is shown in Table 5. The relationship between duration and produc-

tivity was weak on the three datasets, although the relationship between duration 

and effort was not weak. The result suggests that using duration as an independent 

variable is not very effective to enhance estimation accuracy. In contrast, strength 

of the relationship between maximum team size and productivity was moderate on 

ISBSG dataset. So, using maximum team size as an independent variable is ex-

pected to enhance estimation accuracy. 

Table 5 Relationship to Effort and Productivity 

Dataset Variable Effort Productivity 

Desharnais Duration 0.57 -0.14 

Kitchenham Duration 0.57 -0.23 

ISBSG Duration 0.59 -0.17 

ISBSG Max. team size 0.68 -0.47 
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4.2 Estimation accuracy of analogy based estimation 

Table 6 shows estimation accuracy of the models when analogy based estimation 

was used. In the table, top row of each dataset shows the accuracy of the model A 

(i.e., the baseline), and other rows do the difference from the baseline. Boldface in 

the table indicates the accuracy is improved using duration and maximum team 

size as independent variables. 

Evaluation of model B (using duration): On Desharnais dataset, even the er-

ror rate is 0%, improvement of the accuracy was very small. Specifically, im-

provement of average AE and average BRE were very small, and median AE and 

median BRE got slightly worse. When the error rate of duration was equal or less 

than 50%, the negative influence to estimation accuracy was small. On Kitchen-

ham dataset, average and median BRE were improved when the error rate was less 

than 100%. However, average and median AE got worse even the rate was 0%. On 

ISBSG dataset, estimation accuracy got worse on most cases. Therefore, when ef-

fort is estimated by analogy based estimation, using duration as an independent 

variable is not effective but sometimes negatively affects to estimation accuracy. 

Evaluation of model C and D (using maximum team size): When maximum 

team size was used as an independent variable on ISBSG dataset (model C), it was 

effective to improve estimation accuracy. Except for median MRE, estimation ac-

curacy was improved on most cases, when the error rate was equal or less than 

50%. When both maximum team size and duration were used (model D), median 

AE and average BRE got worse. This would be because duration was negatively 

affected to the accuracy. So, using maximum team size as an independent variable 

is effective when the error rate is equal or less than 50%, and effort is estimated by 

analogy based estimation. 

4.3 Estimation accuracy of multiple regression analysis 

Table 7 shows estimation accuracy of the models when multiple regression analy-

sis was used. The structure of the table is same as Table 6. 

Evaluation of model B (using duration): On Desharnais dataset, average AE, 

MRE, and BRE were slightly improved, when the error rate was equal or less than 

50%. In contrast, median AE, MRE, and BRE got worse. On Kitchenham dataset, 

estimation accuracy was improved when the error rate was equal or less than 50%. 

Especially, the improvement of average BRE was about 10%. On ISBSG dataset, 

using duration did not affect estimation accuracy very much, when the error rate 

was equal or less than 50%. Overall, using duration as independent variable did 

not negatively affected when multiple regression analysis was used, and some-

times positively affected when the error rate was equal or smaller than 50%. 

Evaluation of model C and D (using maximum team size): When maximum 

team size was used as an independent variable on ISBSG dataset (model C), it was 
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effective to improve estimation accuracy. Estimation accuracy was improved on 
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most cases, when the error rate was equal or less than 50%. Also, when both max-
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imum team size and duration were used (model D), estimation accuracy was im-

proved when the error rate is equal or less than 25%. When the error rate was 0%, 

the estimation accuracy of model D was better than the model C. However, then 

the rate is 25%, the accuracy was almost same. Therefore, using maximum team 

size as an independent variable is effective when the error rate is equal or less than 

50%, but adding duration as an independent variable does not improve estimation 

accuracy unless the error rate is very small.  

4.2 Summery of the results 

Using duration as an independent variable (model B) was not very effective in 

many cases. Estimation accuracy was explicitly improved only when multiple re-

gression analysis was used on Kitchenham dataset. So, the answer of RQ1 is 

“No.” 

In contrast, using maximum team size as an independent variable (model C) 

was effective when the error rate is not very large (equal or less than 50%). So, the 

answer of RQ2 is “Yes.” To know the error rate, duration and maximum team size 

should be estimated and recorded, and we can calculate the rate when the data is 

accumulated. 

When the error rate is equal or more than 100%, the estimation accuracy got 

worse in many cases. So, the answer of RQ3 is “100% and more.” Overall, influ-

ence of duration, maximum team size and the error rate to estimation accuracy 

was not very different between analogy based estimation and multiple regression 

analysis. So, the influence would not be very different even when other estimation 

models are used. 

5 Related Work 

In our past studies, we focus on error included in independent variables such as 

difference between estimated team size and actual team size. Study [29] proposed 

an estimation method based on stratification of team size, and analyzed the influ-

ence of the error of team size. Also, study [28] proposed an estimation method 

based on productivity and proposed new method to absorb the influence of the er-

ror of the estimated productivity. However, study [29] used team size as a categor-

ical variable, and not used as a ratio scale variable. Also, study [28] used produc-

tivity, but not used team size as an independent variable. Therefore, our past 

studies [28][29] did not clarify the effect of team size and duration to estimation 

accuracy. 

There are many studies which analyzed the relationship between project attrib-

utes such as duration and productivity. For example, Maxwell et al. [17] and 

Premraj et al. [23] analyzed an influence of  business sector for productivity, using 
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Finnish software development project dataset collected by Software Technology 

Transfer Finland (STTF). Lokan et al. [16] showed productivity by business sector 

using dataset of International Software Benchmarking Standards Group (ISBSG). 

In these studies, projects for manufacturing have the highest productivity, and pro-

jects for banking/Insurance have the lowest productivity. 

Also, relationship of team size and duration to productivity was analyzed in 

some studies [18][30]. In the study [30], team size showed strong relationship to 

productivity, and duration was weak relationship to productivity. Dataset used in 

the study is Japanese cross-company dataset, and it is not ISBSG dataset. There-

fore, our analysis result has external validity to some extent. 

6 Conclusions 

In this study, we evaluated the effect of using project duration and maximum team 

size as an independent variable on effort estimation models. We assume that dura-

tion and maximum team size include errors when effort is estimated. This is be-

cause they are not fixed on the point. To analyze influence of the errors, we add 

n% errors to duration and maximum team size. We set n as 0%, 25%, 50%, 100%, 

and 200%. We used ISBSG dataset, Kitchenham dataset, and Desharnais datasets 

in the experiment. To estimate effort, analogy based estimation and multiple linear 

regression analysis were used. Our findings include the followings: 

 Using duration as an independent variable was not very effective in many cas-

es. 

 Using maximum team size as an independent variable was effective when the 

error rate is not very large (equal or less than 50%). 

 When the error rate is equal or more than 100%, the estimation accuracy got 

worse in many cases. 

 Influence of duration, maximum team size, and the error rate to estimation ac-

curacy was not very different between analogy based estimation and multiple 

regression analysis. 

The influence of maximum team size was evaluated only one dataset. To en-
hance the reliability of the results, we will analyze the influence in other dataset. 
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