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Abstract—In project management, project plan is made based 

on the prediction results of the project. Predicting the number of 

defects is one of important prediction. To enhance the prediction 

accuracy of the number of defects, many studies proposed 

various prediction models. The model is built using a dataset 

collected in past projects, and the number of defects is predicted 

using the model and the data of the current project. Datasets 

sometimes have many data points where the dependent variable, 

i.e., the number of defects is zero. When a multiple linear 

regression model is made using the dataset, the model may not be 

built properly. To build proper model, we use the Tobit model as 

software defect prediction. The model assumes that the range of 

a dependent variable is limited, e.g., the minimum value of the 

variable is zero, and the model is built based on the assumption. 

In the experiment, we applied the regression model based on 

ordinary least squares and the Tobit model to fault prediction. 

Also, we evaluated models applied log-transformation. In the 

experiment, the Tobit model applied log-transformation was the 

highest accuracy in the models. Median BRE of the model was 

14% improvement, and Pred25 was 7% improvement, compared 

with other models. 

Keywords—Fault prediction; censored data; log-

transformed; linear regression 

I. INTRODUCTION 

In a large scale software development project, management 
is important, to avoid failure of it. In project management, 
planning is based on the prediction of the project. For example, 
the software testing plan is made based on software defect 
prediction. Therefore, the accuracy of the prediction is 
important. To enhance the prediction accuracy of the number 
of defects, various models are proposed [4][6]. The model is 
built based on a dataset of past projects, and it is predicted 
using the model and the data of the current project. For 
instance, the programming language and software size of a 
current project are input to the model, and using them, the 
number of defects is predicted. To make the prediction model, 
multiple linear regression model is widely used. 

However, some datasets have many data points where the 
number of defects is zero and a major independent variable 
such as software size is not zero. In this case, when a multiple 
linear regression model is built based on ordinary least squares, 
it may not be built appropriately. For example, a model is built 

using the dataset in which the number of defects is zero when 
software size is smaller than 100 FP (Function Point). Then, 
the model may predict that the number of defects is smaller 
than zero, when software size of a current project is much 
smaller than 100 FP.  

To solve the problem, we apply the Tobit model [21] to 
software defect prediction and evaluate the prediction 
performance of it. It is widely used in other fields such as 
quantitative sociology. It assumes that the range of a dependent 
variable is limited, e.g., the minimum value of the variable is 
zero, and the model is built based on the assumption. Although 
the built model is similar to the linear regression model, the 
Tobit model uses another model when the dependent variable 
is smaller than the lower bound of it. The assumption seems 
well fit to software defect prediction. So, applying the Tobit 
model is expected to enhance prediction accuracy of software 
defect prediction. 

In the experiment, we used a dataset collected from actual 
software development companies, and compared the prediction 
accuracy of the Tobit model with the ordinary linear regression. 
They predicted the number of defects found after the release of 
software. When log-transformation is applied, the ordinary 
regression can describe non-linear relationships. So, in addition 
to the above model, we applied log-transformation to the 
dataset, and built other models. Although the Tobit model was 
not very new method, the performance of the model has not 
been evaluated on software defect prediction, as long as we 
know. 

This is an extended study of our past study presented in a 
domestic symposium [22]. Compared with the past study, the 
major new contribution of this study is the comparison with an 
existing method. Our experiments consist of three parts. That is, 
1) the application of the Tobit model, 2) the combination of the 
Tobit model and the regression model, and 3) the comparison 
with an existing method (i.e., the Poisson regression model). In 
the past study, the experiment 3) is not included. The Poisson 
regression model seems similar to the Tobit model. So, without 
the comparison, readers cannot judge the novelty and 
effectiveness of the Tobit model, and hence the experiment 3) 
is quite important and indispensable to enhance the reliability 
of the research. Additionally, to clarify the purpose of the 
experiment, we set research questions in this study. They are 



0

5

10

15

20

25

0 100 200 300

N
u

m
b

e
r o

f fa
u

lts

Software size

Regression

Tobit

 
Fig. 1. The Tobit model and the regression model 

 

very important to explain why we highly evaluated the Tobit 
model.   

II. PREDICTION MODEL 

A. Multiple Linear Regression Model 

The multiple linear regression model is widely used when 
predicting the number of software defects mathematically. The 
model is built based on ordinary least squares. When the 
number of defects is denoted as y, and independent variables 
such as software size are denoted as x1, x2, … , xk (k is the 
number of independent variables), y is explained as: 

 y = β0 + β1x1 + β2x2 +...+ βkxk + ε  

In the equation, β0 is an intercept, β1, β2, … , βk are partial 
regression coefficients, and ε is an error term. As a rule of 
thumb, to build a proper model using linear regression analysis, 
it is needed that the number of data points is five to ten times 
larger than the number of independent variables. 

When building a regression model which predicts software 
development effort or the number of defects, log-
transformation is sometimes applied, to enhance the accuracy 
of the model [8]. This is because the distributions of some 
variables are log-normal distribution, and predicted values are 
larger than zero, when log-transformation is applied to the 
dependent variable (i.e., the predicted value of development 
effort and the number of defects is larger than zero).  

B. Tobit Model 

The Tobit model [21] focuses the bias of the distribution of 
the dependent variable, when building a model. The Tobit 
model classifies the bias into the followings [15]. 

 Censored 

 Truncated 

 Incidental truncation 

Censored means the range of the dependent variable is 
limited (e.g., the minimum value of the variable is zero). For 
instance, the number of software defects is censored data. 
Truncated means some data points (e.g., data points whose 
number of defects are zero) are excluded from the dataset for 
some reason. Incidental truncation means the values of some 
data points are zero, although the original values are not zero. 
For example, the number of found defects in the code review is 
zero when the review is skipped. When data is regarded as 
censored or truncated, the type I Tobit model is applied, and 
when it is regarded as incidental truncation, the type II Tobit 
model is applied. To predict the number of defects, the type I 
Tobit model is applied. 

Type I Tobit model includes the censored regression model 
and the truncated regression model. The censored regression 
model is denoted as: 

 y* = β0 + β1x1 + β2x2 +...+ βkxk + ε  
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In the equation, β0 is an intercept, β1, β2, … , βk are partial 
regression coefficients, and ε is an error term. We use the 
censored regression model to predict software defects. 
Although the Tobit model was not very new method, the 
performance has not been evaluated on software defect 
prediction, as long as we know. 

Fig. 1 illustrates the Tobit model and the linear regression 
model based on ordinary least squares. In the figure, the 
independent variable (x-axis) is software size, and the 
dependent variable (y-axis) is the number of software defects. 
Points in the graph are data points of projects. As illustrated in 
the figure, the Tobit model properly treats data points whose 
number of defects are zero. 

III. EXPERIMENT 

A. Overview 

To evaluate performance of the Tobit model for software 
defect prediction, we made four prediction models, and 
compared the prediction accuracy of them. 

 OLS method (ordinary least squares regression) 

 Tobit method (Tobit model) 

 Log-OLS method (OLS method with log-
transformation) 

 Log-Tobit method (Tobit method with log-
transformation) 

On the Log-OLS method and Log-Tobit method, log-
transformation was applied to ratio scale variables, since it is 
expected to improve prediction accuracy, as explained in 
section II.A. However, the number of defects includes zero, 
and log-transformation cannot be applied to it. So, we added 
one to it before the log-transformed. That is often applied when 
building a regression model. 

To clarify the purpose of the experiment, we set two 
research questions as follows: 



TABLE I.  VARIABLES USED IN THE EXPERIMENT 

Variable Scale Detail 

Number of defects ratio 
Defects found after software 

release within one month 

FP ratio Raw function points 

Development type nominal 
Enhancement, and new 

development 

Business area nominal 
Banking, financial, insurance, 

manufacturing, and others 

Platform nominal Mainframe, and midrange 

 

 
Fig. 2. The distribution of the number of the defects 

 

 

 
Fig. 3. The relationship between FP and the number of defects 

 

 

 RQ1: Should we consider to use the Tobit model when 
building software defect prediction model? 

 RQ2: When log-transformed is applied, should we 
consider to use the Tobit model when building software 
defect prediction model? 

If the accuracy of the OLS model and the Tobit model is 
almost the same, we think that the Tobit model should not be 
discarded. Since the Tobit model is more suitable when the 
dependent variable is censored, and the built model may be 
more proper than the OLS model, to clarify the causes of the 
defects (The causes are clarified by referring the partial 
coefficients of the model). 

So, we set the answer of RQ1 “yes,” when the accuracy of 
the OLS method and the Tobit method is almost same. 
Similarly, we set the answer of RQ2 “yes,” when the accuracy 
of the Log-OLS method and the Log-Tobit method is almost 
same. Note that even when the answers of the questions are 
“yes,” we do not assert the Tobit model should be used, but 
suggest that the Tobit model is better to use as one of the 
candidates of the prediction model. 

B. Dataset 

To build the prediction models, we used the dataset 
provided by ISBSG (International Software Benchmarking 
Standards Group) [3]. Included projects were collected from 
software development companies in 20 countries. It is widely 
used to evaluate prediction models [13]. Version of the dataset 
is Release 9, and it includes the projects which were carried out 
between 1989 and 2004. 

The dataset has 3026 projects and 99 variables, and there 
are many missing values. To uniform the data points used to 
build models, we selected projects whose data quality is A or B, 
and FP measurement method is IFPUG (International Function 
Point Users Group) method. The selection criteria is often 
applied by many studies [12]. Additionally, we eliminated data 
points which have missing values (i.e., listwise deletion was 
applied). As a result, 221 data points were selected, and the 
number of data points whose number of defects was zero was 
86. Fig. 2 shows the distributions of the number of defects.  

Fig. 3 shows the relationship between FP and the number 
of defects. The Spearman rank correlation between them was 
0.38, and when we removed the data points whose defect was 
zero, the correlation was 0.43. This result suggests that it is not 
easy to predict the number of faults based on FP. 

The dependent variable is the number of defects, and 
candidates of independent variables are shown in Table I 
(except for the number of defects). We use variables such as 
platform and business sector, since we do not predict fault-
prone module but predict fault-prone project. In the dataset, 
code metrics are not recorded. However, business sector relates 
to the quality of the software to some extent. For example, if 
the business sector is banking, the quality of the software will 
be high. So, variables such as business sector are useful to 
predict faults. 

Nominal scale variables were transformed into dummy 
variables (The value of the variable is 0 or 1). As a preliminary 
analysis, we performed variable selection using AIC (Akaike’s 
Information Criterion) on the regression model based on 
ordinary least squares. Based on the result, we selected FP, 
new development (development type), banking (business 
sector), mainframe (platform), and midrange (platform) as the 
independent variables.  



TABLE II.  PREDICTION ACCURACY OF THE MODELS 

 
Average AE Median AE Average BRE Median BRE Pred25 

OLS method 10.74 4.11 2.84 1.65 0.12 

Tobit method 9.66 2.04 3.78 1.15 0.08 

Log-OLS method 8.24 1.86 2.26 1.07 0.21 

Log-Tobit method 8.45 1.53 2.6 0.93 0.28 

Log-Merge method 8.19 1.85 2.32 1.1 0.33 

 

C. Evaluation Criteria 

To evaluate prediction accuracy of the models, we used 
Pred25 [2], and average and median of AE (Absolute Error), 
and BRE (Balanced Relative Error) [14]. Note that in this paper, 
Pred25 indicates the ratio of data points whoso BRE is smaller 
than 25%. When AE and BRE is low and Pred25 is high, 
prediction accuracy is regarded as high.  

When x denotes actual effort, and x̂  denotes estimated 

effort, each criterion is calculated by the following equations: 
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 MRE (Magnitude of Relative Error) [2] is widely used to 
evaluate a prediction model, and MER (Magnitude of Error 
Relative to the estimate) [10] is sometimes used. However, 
MRE and MER are imbalanced for underestimation and 
overestimation [1][11]. The maximum MRE is 1 even if an 
extreme underestimate occurs (For instance, when the actual 
effort is 1000 person-hour, and the estimated effort is 0 person-
hour, MRE is 1). Similarly, maximum MER is smaller than 1 
when an overestimate occurs. So, instead of MRE, we adopted 
BRE whose evaluation is not biased [16]. 

To build the models and calculate the evaluation criteria, 
we applied 5-fold cross validation. 

IV. RESULTS AND DISCUSSION 

A. Models without log-transformation 

Table II shows the prediction accuracy of the models 
without log-transformation. On the Tobit method, three criteria 
showed higher accuracy than the OLS method. Especially, 
median BRE showed about 50% improvement from the OLS 
method. On the contrary, average BRE and Pred25 got worse. 
The difference was about 100% and 8%. From the result, it is 
not easy to conclude that which model is appropriate for the 
defect prediction, if log-transformation is not applied. So, the 
answer of RQ1 is “No.” 

B. Models with log-transformation 

The prediction accuracy of the models with log-
transformation are shown in Table II. Compared with the 
models without log-transformation, the accuracy of them were 
improved very much. On the Log-Tobit method, three criteria 
showed higher accuracy than the Log-OLS method. Although 
average AE was larger than the Log-OLS method, the 
difference was very small. Average BRE was 34% larger than 
the Log-OLS method, but the difference was smaller than the 
models without log-transformation. 

Median BRE was 14% improvement, and Pred25 was 7%  
improvement from the Log-OLS method. The difference is not 
ignorable, and hence the result suggests log-transformed is also 
effective to the Tobit method, and applying the Log-Tobit 
method should be considered when the defect prediction model 
is built. That is, the answer of RQ2 is “Yes.” 

C. Discussion 

We focused on data points whose actual value of the 
number of defects was zero and the predicted value was 
smaller than one (i.e., it was almost zero). Recall [20] can be 
calculated, when the number of the data points is used as the 
numerator, and the number of data points whose actual values 
are zero is used as the denominator. In the same way, precision 
and F-measure [20] can be calculated. 

Recall, precision and F-measure of the Log-OLS method 
and the Log-Tobit method are shown in Table III. F-measure of 
the Log-Tobit method was higher than the Log-OLS method, 
i.e., that suggests the Log-Tobit method was higher accuracy. 
However, the Log-Tobit method may overfit to data points 
whose the actual value was zero, since precision was lower 
than the Log-OLS method. If predicted values of the Log-Tobit 
method are not used when the values are not zero, the 
prediction accuracy may be improved. So, we combined 
prediction results of the Log-OLS method and the Log-Tobit 
method, and analyzed the prediction accuracy of it. Note that 
the combination is rather rough statistically, considering the 
assumption of the Tobit model. We call the method the Log-
Merge method, and combined them as the followings: 

 When the predicted value of the Log-Tobit method is 
zero, the value is selected. 

 When the predicted value of the Log-Tobit method is 
not zero, the predicted value of the Log-OLS method is 
selected. 



TABLE III.  RECALL, PRECISION AND F-MEASURE OF THE MODELS 

 
Recall Precision F-measure 

Log-OLS method 44.2% 64.4% 52.4% 

Log-Tobit method 74.4% 52.5% 61.5% 

Log-Merge method 46.5% 56.3% 51.0% 

 

TABLE IV.  THE DISTRIBUTION OF THE DEPENDENT VARIABLE 

 
Average Variance p-value 

Non-log-transformed 8.8 530.6 0.00 

Log-transformed 1.2 1.7 0.00 

 

 
We predicted the number of defects using the model, and 

the prediction accuracy is shown in Table II. Compared with 
the Log-OLS method, although average BRE and median BRE 
were 6% and 3% lower, Pred25 showed 12% improvement. 
Compared with the Log-Tobit method, average AE, average 
BRE, and Pred25 were improved. Especially, average BRE 
showed 28% improvement. However, median AE and median 
BRE were lower. Table III shows recall, precision and F-
measure of the Log-Merge method. F-measure is lower than 
the Log-OLS method and the Log-Tobit method. It was small 
that the difference of F-measure between the Log-Merge 
method and Log-OLS method. 

From the result, the Log-Merge method seems a bit better 
than the Log-OLS method, when focusing on Pred25. However, 
statistically speaking, the combination is rather rough, and 
hence it is not clear that the Log-Merge method always shows 
higher accuracy than the Log-OLS method, when other 
datasets are used. 

D. Applicability of the Poisson regression 

Similar to the Tobit model, the Poisson regression model 
assumes there are many data points whose value is zero on the 
dependent variable. The Poisson regression model is 
sometimes used to build a defect prediction model [5]. In more 
detail, the Poisson regression model assumes the distribution of 
the dependent variable is the Poisson distribution. 

However, the average and the variance of the variable is 
same in the Poisson distribution, and the assumption is not fit 
to some datasets. Actually, the distribution of the dependent 
variable in our dataset, and the statistical test (i.e., goodness of 
fit test) showed the distribution of the variable is not regarded 
as the Poisson distribution, since the p-value was smaller than 
0.05. The distribution of the variable is shown in Table IV. 
That is, applying the Poisson regression model to our dataset is 
not appropriate. 

V. RELATED WORK 

As long as we know, the Tobit model was not applied to 
software defect prediction, and hence the performance of the 
model has not been evaluated. Shao et al. [18] used the Tobit 
model to analyze efficiency of investments about information 
technology. Sojer at al. [19] used the Tobit model to analyze 

developers’ knowledge about internet code licenses. However, 
their research topics are different from software quality. 

Some statistical models consider censored distribution of a 
variable. For example, survival analysis [9] considers censored 
data, and some papers [10][17] used it to analyze 
characteristics of software such as the duration of open source 
project. However, the dependent variable in survival analysis is 
duration, and therefore, it is not used to predict the number of 
defects. 

VI. CONCLUSIONS 

In this paper, we applied the Tobit model to the software 
defect prediction, and evaluated the prediction accuracy 
compared with an ordinary prediction model. In the experiment, 
we used the regression model based on ordinary least squares 
and the Tobit model. Additionally, we applied log-
transformation before building the models. As a result, the 
Tobit model with log-transformation showed higher accuracy 
than other models. Median BRE was 14% improvement, and 
Pred25 was 7% improvement, compared with the Log-OLS 
method with log-transformation. As future work, we will apply 
the Tobit model to other datasets, and analyze prediction 
accuracy, focusing on data points whose number of defects are 
zero. 
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