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ABSTRACT 

In this research, we apply outlier deletion methods to analogy 

based software effort estimation to evaluate their effects. We em-

ployed existing deletion methods (Cook’s distance based deletion, 

and Mantel’s correlation based deletion) and new deletion method 

proposed in this research. While existing deletion methods elimi-

nates outliers from entire dataset before estimation, our method 

identifies and eliminates outliers from neighborhood projects of 

estimation target. Our method treats a project as an outlier when 

the effort of the project is extremely higher or lower than other 

neighborhood projects. In the experiment, our method showed 

highest performance among applied deletion methods, and aver-

age BRE (Balanced Relative Error) indicated 20.8% improvement 

by our method.  

Categories and Subject Descriptors 

D.2.9 [Software Engineering]: Management – Cost estimation, 

K.6.1 [Computing Milieux]: Project and People Management –

Staffing  

General Terms 

Management, Measurement, Economics, Experimentation. 

Keywords 

Case based reasoning, effort prediction, abnormal value, project 

management, productivity. 

1. INTRODUCTION 
To achieve success of software development project, it is im-

portant to estimate development effort accurately, and therefore 

many quantitative estimation methods have been proposed 

[2][17][20]. Recently, analogy based estimation [19] gets atten-

tion, and many proposals and case studies have been reported 

[6][7][13][21][22]. Analogy based estimation selects projects 
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(neighborhood projects) which are similar to the estimated project 

from past project dataset, and estimates effort based on similar 

projects’ effort. One of the advantages of analogy based estima-

tion is that estimation results are comprehensible for estimators 

such as project managers [22], because they can confirm neigh-

borhood projects used for estimation. Although ordinary estima-

tion models like linear regression model estimate various target 

projects’ effort by one model, analogy based estimation does not 

make such a model, and estimates effort by neighborhood pro-

jects’ effort. So analogy based estimation can reflect individuality 

of each target project in estimation. 

Past project dataset sometimes includes project data which should 

not be used for estimation [18]. For example, projects where ex-

ceptional amount of reworks were occurred have larger effort than 

other same scale projects. Additionally, when effort was inaccu-

rately collected or recorded, recorded effort is different from actu-

al effort. These projects should be eliminated from dataset before 

estimation, because they lessen estimation accuracy. However, to 

identify these projects is not easy because inside details of each 

project are usually not recorded in the dataset. Even if such details 

can be grasped, it is difficult to settle elimination criteria (For 

example, to settle criterion of abnormal amount of reworks). 

Thus, such projects are often eliminated by statistical outlier dele-

tion methods. Outlier deletion methods identify projects as outli-

ers when specific variants’ values are extremely large or combina-

tion of variants’ values (effort, system size, or duration) is fairly 

different from other projects’ one, and remove them from dataset. 

Cook’s distance is widely used as outlier deletion method when 

applying linear regression analysis. In addition to Cook’s distance, 

some outlier deletion methods for effort estimation [6][18] have 

been proposed. However, there are very few case studies which 

apply outlier deletion methods to analogy based estimation, and 

evaluate effect of outlier deletion methods toward analogy based 

estimation.  

In this research, we apply outlier deletion methods to analogy 

based estimation to evaluate their effects. Two types of outlier 

deletion methods (Cook’s distance based deletion, and Mantel’s 



correlation based deletion) are applied to ISBSG dataset [5], and 

development effort is estimated by analogy based estimation. 

ISBSG dataset includes many project data which are collected 

from software development companies, and it is widely used in 

many researches. 

Also, we propose new outlier deletion method considering charac-

teristics of analogy based estimation, and compare its effect to 

others. In analogy based estimation, when variance of actual effort 

of neighborhood projects is large, estimation accuracy gets low 

[16]. Our method identifies a project as an outlier when the effort 

of the project is extremely higher or lower than other neighbor-

hood projects, and excludes it from computation of estimated 

effort. Actual effort of neighborhood projects is normalized by Z-

score computation [9], and when the normalized value is larger 

than threshold, the project is identified as an outlier. While exist-

ing deletion methods eliminates outliers from entire dataset before 

estimation, our method does from neighborhood projects. 

In what follows, Section 2 explains analogy based estimation. 

Section 3 explains outlier deletion methods, and Section 4 de-

scribes experimental settings. Section 5 shows results of the ex-

periment and discusses it, and Section 6 concludes the paper with 

a summary. 

2. ANALOGY BASED ESTIMATION 
The origin of analogy based estimation is CBR (case based rea-

soning), which is studied in artificial intelligence field. Shepperd 

et al. [19] applied CBR to software development effort estimation. 

CBR selects a case similar to current issue from accumulated past 

cases, and applies solution of the case to the issue. CBR assumes 

similar issues can be solved by similar solution. Analogy based 

estimation assumes neighborhood (similar) projects (For example, 

development size and used programming language is similar) have 

similar effort, and estimates effort based on neighborhood pro-

jects’ effort. Although ready-made estimation models such as 

COCOMO [2] can make estimation without stored software pro-

ject dataset, analogy based estimation cannot estimate without it. 

It is a weak point of analogy based estimation, but it can be over-

come by using public dataset. 

Analogy based estimation uses m×n matrix shown in Table 1. In 

the matrix, Proji is i-th project, Metricj is j-th variable, xij is a 

value of Metricj of Proji, fpi is the development size (e.g. function 

point) of Proji, and yi is the actual effort of Proji. We presume 

Proja is estimated project, and aŷ
 is the estimated value of ya. 

Procedures of analogy based estimation consist of the three steps 

described below. 

Step 1: Since each variable Metricj has different range of value, 

this step makes the ranges [0, 1]. The value x´ij, normalized the 

value of xij is calculated by: 
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In the equation, max(Metricj) and min(Metricj) denote the maxi-

mum and minimum value of Metricj respectively. 

Step 2: To find projects which are similar to estimated project 

Proja (i.e. identifying neighborhood projects), distance between 

Proja and other projects Proji is calculated. Although various 

measures (e.g. a measure directly handling nominal variables) are 

proposed [1], we applied Euclidean distance measure because it is 

widely used [21]. In the measure, short distance indicates two 

projects are similar. Distance Dist(Proja, Proji) between Proja and 

Proji is calculated by: 
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Step 3: The estimated effort aŷ
 of project Proja is calculated by 

actual effort yi of k neighborhood projects. While average of 

neighborhood projects’ effort is generally used, we adopt size 

adjustment method, which showed high estimation accuracy in 

some researches [7][13][22]. Size adjustment method assumes 

effort yi is s times (s is real number greater than 0) larger when 

development size fpi is s times larger, and the method adjusts 

effort yi based on ratio of estimated project’s size fpa and neigh-

borhood project’s size fpi. Adjusted effort adjyi is calculated by 

equation (3), and estimated effort aŷ
 is calculated by equation (4). 

In the equation, Simprojects denotes the set of k neighborhood 

projects which have top similarity with Proja. 
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3. OUTLIER DELETION METHOD  
Outlier deletion method examines whether a case (project) in 

dataset is an outlier or not, and eliminates it from dataset when it 

is identified as an outlier. When software development effort is 

estimated, Cook’s distance based deletion is widely applied before 

building a linear regression model to eliminate outliers (e.g., [12]). 

However, there are few researches which analyzed effects of out-

lier deletion methods [18], or proposed outlier deletion method 

suitable for analogy based estimation [6]. 

Seo et al. [18] proposed that LTS (least trimmed squares) based 

deletion and k-means based deletion are applied before effort 

estimation, and evaluated their effects by estimating development 

effort with linear regression model, neural network, and Bayesian 

network. However, they did not use analogy based estimation with 

a deletion method. Keung et al. [6] proposed Mantel’s correlation 

based deletion. Although they analyzed which projects were elim-

 Table 1. Dataset used by analogy based estimation 

 Effort Size Metric1 Metric 2 … Metric j … Metric n 

Proj1 y1 fp1 x11 x12 … x1j … x1n 

Proj2 y2 fp2 x21 x22 … x2j … x2n 

… … … … …  …  … 

Proji yi fpi xi1 xi2 … xij … xin 

… … … … …  …  … 

Projm ym fpm xm1 xm2 … xmj … xmn 

 



inated, they did not compare it with other deletion method, esti-

mating development effort with cross validation. Outlier deletion 

methods used in our research are explained below. 

3.1 Cook’s Distance Based Deletion 
Cook’s distance based deletion is used with multiple linear regres-

sion analysis, and identifies an outlier when the case greatly varies 

coefficient of the regression model. Cook’s distance indicates how 

much residual of all cases varies when a certain case is omitted 

from model building. Large Cook’s distance means the case great-

ly affects the model. A case is eliminated from dataset when 

Cook’s distance is larger than 4 / n (n is the number of cases in 

the dataset). Although Cook’s distance based deletion is used 

when linear regression model is built, we applied it to analogy 

based estimation, because it is widely used in many effort estima-

tion researches. 

3.2 Mantel’s Correlation Based Deletion 
Mantel’s correlation based deletion identifies an outlier when a 

set of independent variables’ values is similar, but dependent 

variable’s value is not similar to other cases. The method is origi-

nally proposed in Analogy-X method [6] designed for analogy 

based estimation. Analogy-X method is (1) delivering a statistical 

basis, (2) detecting a statistically significant relationship and re-

ject non-significant relationships, (3) providing simple  mecha-

nism for variable selection, (4) identifying abnormal data point 

(project) within a dataset,  and (5) supporting sensitivity analysis 

that can detect spurious correlations in a dataset. We applied func-

tion (3) as outlier deletion method. 

While ordinary correlation coefficient like Pearson’s correlation 

denotes strength of relationship between two variables, Mantel’s 

correlation does between two set of variables (i.e. a set of inde-

pendent variables and a dependent variable). Mantel’s correlation 

clarifies whether development effort (dependent variable) is simi-

lar or not, when project attributes like duration or development 

size (a set of independent variable) is similar. To settle Mantel’s 

correlation, Euclidean distance based on independent variables 

and Euclidean distance based on dependent variable is calculated, 

and then correlation coefficient of them is calculated.  

Mantel’s correlation based deletion identifies outliers by the fol-

lowing procedure. 

1. For all projects, Mantel’s correlation ri is calculated by ex-

cluding i-th project. 

2. Average of ri ( r ), and standard deviation of ri (rs) are cal-

culated. 

3. Leverage metric lmi, impact of i-th project on r  is calculat-

ed by the following equation: 

rrlm ii       (5) 

4. lmi is divided by rs, and when the value (standard score) is 

larger than 4, the project is eliminated from dataset. 

3.3 Neighborhood’s effort based deletion 
Our method, neighborhood’s effort based deletion identifies an 

outlier when effort of a project is extremely higher or lower than 

other neighborhood projects. As stated in section 2, procedure of 

analogy based estimation consists of range normalization (step 1), 

neighborhood projects selection (step 2), and estimated effort 

computation (step 3). When effort of neighborhood projects is not 

homogeneous in step 2, estimation accuracy gets low [16]. Focus-

ing on the issue, our method identifies an outlier in step 2. Analo-

gy based estimation assumes when characteristics (independent 

variables’ values) of project is similar, effort (dependent varia-

ble’s value) is also similar. Our method treats a project as an out-

lier when the project is not fit to the assumption. While existing 

deletion methods eliminates outliers from entire dataset before 

estimation, our method eliminates outliers after selecting neigh-

borhood projects. 

To identify an outlier, effort of each neighborhood project is com-

pared to average of neighborhood projects’ effort. However, when 

variance of neighborhood projects’ effort is large, each project’s 

deviation from the average effort is also large. So Z-score compu-

tation [9] is applied to standardize each neighborhood’s effort 

before the comparison. In more detail, our method eliminates 

outliers from k neighborhood projects as follows. Note that alt-

hough neighborhood project’s effort is denoted by yi, yi signifies 

size adjusted effort, not actual effort when using size adjustment 

method. 

1. Average of yi ( y ) and standard deviation of yi (ys) is calcu-

lated. 

2. Standardized effort y’i is calculated by the following equa-

tion (Z-score): 

ys

yy
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i


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3. A project is identified as an outlier and eliminated when 

absolute value of y’i is greater than threshold th (i.e. when 

deviation from y  is greater than th times ys). Note that if all 

neighborhood projects are identified as outliers, no project 

is eliminated. Estimated effort 
aŷ  is calculated by the fol-

lowing equation: 

dk

y
y
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a
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
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In the equation, Eliminatedprojects denotes a set of k neigh-

borhood projects excluded d outlier projects. We set th as 

1.65 (one sided 5% of standard normal distribution). 

Some researches pointed out that when productivity (development 

size / effort) of neighborhood projects is not homogeneous, esti-

mation accuracy with size adjustment method gets low [7][13]. 

Our method with size adjustment is regarded to eliminate outliers 

based on productivity. When size adjustment is used, our method 

eliminates a project whose adjusted effort adjyi is extremely high-

er or lower. From equation (3), adjyi is calculated by multiplying 

estimated project’s size fpa by the reciprocal productivity yi / fpi 

(yi is effort of a neighborhood project, and fpi is development size 

of its). fpa is same for all neighborhood projects, and therefore it is 

regarded as a constant. Therefore, adjyi is regarded as productivity 

in our method. 

Our method is totally different from neighborhood selection such 

as distance-based neighborhood selection. When neighborhoods 

are selected, only independent variables are used and dependent 

variable is not used, because the value of dependent variable of 

the target project is unknown. On the contrary, our method is used 

independent variable. 



4. EXPERIMENT 

4.1 Dataset 
To evaluate existing deletion methods and our method, we com-

pared estimation accuracy of analogy based estimation when each 

outlier deletion method is applied. We used ISBSG dataset [5], 

which is provided by International Software Benchmark Standard 

Group (ISBSG). It includes project data collected from software 

development companies in 20 countries, and the projects were 

carried out between 1989 and 2004. 

We assumed estimation point is the end of project plan phase. So, 

only variables whose values were fixed at the point were used as 

independent variables, although 99 variables are recorded in the 

dataset. The independent variables are same as the previous study 

[11] (unadjusted function point, development type, programming 

language, and development platform). Development type, pro-

gramming language, and development platform were transformed 

into dummy variables, because they are nominal scale variables. 

ISBSG dataset includes low quality project data (Data quality 

ratings are also included in the dataset). So we extracted projects 

based on the previous study [11] (Data quality rating is A or B, 

and function point was recorded by IFUPG method, and so on). 

Also, we excluded projects which included missing values. As a 

result, we used 593 projects. 

4.2 Evaluation criteria 
To evaluate accuracy of effort estimation, we used average and 

median of AE (Absolute Error), MRE (Magnitude of Relative 

Error) [4], MER (Magnitude of Error Relative to the estimate) [8], 

and BRE (Balanced Relative Error) [14].  

When x denotes actual effort, and  x̂  denotes estimated effort, 

each criterion is calculated by the following equations: 
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Lower value of each criterion indicates higher estimation accuracy. 

Intuitively, MRE means relative error to actual effort, and MER 

means relative error to estimated value. However, MRE and MER 

have biases for evaluating under and over estimation [3][10]. 

Maximum MRE is 1 even if terrible underestimate is occurred 

(For instance, when actual effort is 1000 person-hour, and esti-

mated effort is 0 person-hour, MRE is 1). Similarly, maximum 

MER is smaller than 1 when overestimate is occurred. So in addi-

tion to MRE and MER, we adopted BRE whose evaluation is not 

biased both MRE and MER [15]. We did not use Pred(25) [4] 

which is sometimes used as an evaluation criterion, because 

Pred(25) is based on MRE and it has also bias for evaluating un-

der estimation.  

4.3 Experimental Procedure 
Experimental procedure for existing deletion methods is follows: 

1. Dataset is randomly divided into two equal set. One is treat-

ed as fit dataset, and the other is treated as test dataset. Fit 

dataset is used to compute estimated effort (regarded as past 

projects), and test dataset is used as estimation target (re-

garded as ongoing projects).  

2. Outlier deletion method is applied to fit dataset, to eliminate 

outliers from fit dataset. 

3. To decide neighborhood size k, estimation for fit dataset is 

performed, changing k from 1 to 20. After estimation, resid-

ual sum of square (It is same as sum of squares of AE, and 

widely used for estimation model selection [10]) is calculat-

ed, and k which shows smallest residual sum of square is 

adopted. 

4. Estimation for test dataset is performed. k which is settled at 

step 3 is used. 

5. Evaluation criteria are calculated by actual effort of test 

dataset and estimated effort. 

6. Step 1 to 5 is repeated 10 times (As a result, 10 sets of fit 

dataset, test dataset, and evaluation criteria are made). 

Experimental procedure for our method is follows: 

1. Dataset is randomly divided into two equal set. One is treat-

ed as fit dataset, and the other is treated as test dataset. 

2. Estimation for fit dataset is performed, changing k from 1 to 

20. After estimation, residual sum of square is calculated, 

and k which shows smallest residual sum of square is adopt-

ed. 

3. Estimation for test dataset is performed with our method. k 

which is settled at step 2 is used. 

4. Evaluation criteria are calculated by actual effort of test 

dataset and estimated effort. 

5. Step 1 to 4 is repeated 10 times. 

5. RESULTS AND DISCUSSION 
Experimental results are shown in Table 2 and Table 3. Table 2 

denotes the values of evaluation criteria and deletion ratio when 

each outlier method is applied. Deletion ratio is defined as the 

number of deleted projects / the number of all projects. When our 

method is applied, it is defined as average of the number of delet-

ed projects / neighborhood size. The values of evaluation criteria 

are average for 10 test dataset. Table 3 denotes differences of 

evaluation criteria between when each outlier deletion method is 

applied and not applied. Negative values mean evaluation criteria 

got worse by applying outlier deletion method. Table 3 also shows 

statistical test results for the difference by Wilcoxon signed-rank 

test (The values of evaluation criteria did not have normal distri-

bution).  Significant level was set as 5%, and italicized figures in 

the table signify there were significant differences. 

When our method was applied, average MER got worse, but other 

criteria got better (Average AE, median AE, and median MRE 

showed significant difference). Especially, average BRE showed 

20.8% improvement and median BRE did 5.3%. In case of Man-



tel’s correlation based deletion, four evaluation criteria out of 

eight were improved, and lowering of the other criteria were 

smaller than 1.3%. However, the extent of improvement was 3.2% 

on average BRE, and it was very small on median BRE (Only 

average MRE showed significant difference). When Cook’s dis-

tance based deletion was applied, only two evaluation criteria out 

of eight were improved, and moreover, degradation of average 

BRE and median BRE were more than 6%.  

We should carefully understand the results because we used only 

one dataset, but at least, our method shows high performance to 

eliminate outliers toward a certain kind of dataset (i.e. ISBSG 

dataset), and we could say that our method is promising. The ef-

fect of Mantel’s correlation based deletion is not very strong when 

applied to ISBSG dataset. The result does not means Mantel’s 

correlation based deletion is always not effective to eliminate 

outliers, but means it is not very effective to a certain kind of da-

taset. Applying Cook’s distance based deletion made estimation 

accuracy lower. Cook’s distance based deletion may be effective 

to other dataset, but it is not fit to a certain kind of dataset, and 

therefore we should consider whether Cook’s distance based dele-

tion apply or not before using analogy based estimation.  

While existing deletion methods identifies outliers from whole 

dataset, our method does from neighborhood projects of the esti-

mated project. The characteristics of our method may be effective 

especially when it is applied to dataset like ISBSG dataset which 

includes various projects. 

6. CONCLUSIONS 
In this research, we applied outlier deletion methods to analogy 

based software development effort estimation, and evaluated their 

effects. Also, we propose new outlier deletion method for analogy 

based estimation. While existing deletion methods eliminates 

outliers from entire dataset before estimation, our method does 

after neighborhood projects are selected by analogy based estima-

tion. In our method, when the effort of the project is extremely 

higher or lower than other neighborhood projects, it is not used 

for effort estimation. In the experiment, we estimated develop-

ment effort using ISBSG dataset, and in the results, our method is 

most effective, Mantel’s correlation based deletion is not very 

effective, and Cook’s distance based deletion made estimation 

accuracy lower. As future work, we will apply other deletion 

methods to other dataset and compare their effects to enhance 

reliability of our research. 
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